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Abstract—In this letter, we develop a novel framework of leveraging weakly supervised learning techniques to efficiently detect targets from remote sensing images, which enables us to reduce the tedious manual annotation for collecting training data while maintaining the detection accuracy to large extent. The proposed framework consists of a weakly supervised training procedure to yield the detectors and an effective scheme to detect targets from testing images. Comprehensive evaluations on three benchmarks which have different spatial resolutions and contain different types of targets as well as the comparisons with traditional supervised learning schemes demonstrate the efficiency and effectiveness of the proposed framework.
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I. INTRODUCTION

NOWADAYS, detection of valuable targets from remote sensing images (RSIs) has become one of the most fundamental and challenging tasks. Some researchers applied unsupervised models without training procedure to perform target detection. For example, Tello et al. [1] proposed to detect ships in synthetic aperture radar images using the discrete wavelet transform. Sirmacek [2] detected urban areas and buildings using the SIFT keypoints and graph theory. However, these methods may be only effective for detecting targets with simple appearance and small variations in less complex background.

Most approaches built supervised learning models for target detection by taking advantage of the prior information obtained from training samples. Specifically, the work of [3] trained the SVM classifier based on the extracted feature to recognize targets. The work in [4] applied the saliency model and discriminative sparse coding for multiclass geospatial target detection. These approaches can achieve a good accuracy only when the training examples are manually labeled using bounding boxes. However, manual annotation is generally expensive and time-consuming or sometimes even unreliable. It may become more difficult for labeling data in RSIs due to the reason that RSIs always contain complex textures and the size of the RSI is generally very big, whereas the coverage of the target is relatively small. Subjects have a difficulty in focusing their attention on such small regions for detailed annotation. Moreover, the artificial annotations may tend to be less accurate and unreliable when the targets are occluded or camouflaged.

One way to alleviate the work of human annotation is to use the semisupervised learning models. Such models [5], [6] apply active learning and kernel methods to automatically pick the most informative unlabeled samples and then explore the information from both the labeled examples and the unlabeled examples for the target detection. Although the semisupervised learning model can decrease human’s labor to a certain extent, it still requires a considerable number of positive examples manually localized by subjects [7].

This letter attempts to develop a novel framework by using weakly supervised learning (WSL) techniques [8], [9] for the purpose of further reducing or minimizing the human’s labor for collecting training data while not affecting the accuracy of the detector significantly. In contrast to supervised learning, WSL just requires subjects to annotate each image in the training set with a weak label which only indicates whether the image contains certain targets or not, whereas the locations and sizes of the targets are not necessary. As one of the earliest efforts of using WSL for target detection from RSIs, the proposed framework shown in Fig. 1 consists of two components: 1) a novel weakly supervised training process to train target detectors based on the training images with weak labels, which adopts saliency-based self-adaptive segmentation and negative mining approach to initialize the training samples and an iteratively training scheme to refine the detector and 2) an efficient target detection approach which applies the candidate target selection process to improve the efficiency of detection using the trained detector.

II. PROPOSED FRAMEWORK

Given a number of weakly labeled RSIs, which do not contain the location and size information about the targets,
the proposed WSL training scheme obtains the initial training examples via saliency-based self-adaptive segmentation and negative mining first. Then, an iterative training process is designed to refine the training examples as well as the target detector gradually. Based on the trained target detector, a candidate-patch-based scheme is then adopted to detect targets effectively and efficiently.

A. Negative Training Set Initialization

In weakly labeled training RSIs, negative training examples are very easy to obtain because the negative RSIs definitely do not contain any target. Therefore, we randomly select a number of patches in negative RSIs to form the negative example set $X^− = \{x_j^−\}$, $j = 1, 2, \ldots, m$. $x_j^−$ is one of the $m$ negative examples which is described by a set of features independent from the size of the patch. By considering the fact that the imbalanced training data set may reduce the performance of the classifier, the initial negative training set $X_0^−$ is established by randomly selecting negative examples in $X^−$ with the same number of examples in the initial positive training set $X_0^+$, which will be described in the next section.

B. Positive Training Set Initialization

Unlike the negative training set, the positive training set is extremely hard to generate because, in weakly labeled positive RSIs, there is no concrete information about the location, shape, and size of the targets. In this letter, we adopt saliency-based self-adaptive segmentation and negative mining approach to initialize the positive training.

Saliency-Based Self-Adaptive Segmentation: The first observation is that targets generally are distinct from the background in an RSI. Many previous works have demonstrated that computational saliency models can effectively characterize the distinctiveness between the salient region and the background region. For the RSIs in the positive training RSIs, the low- and midlevel features described in [10] are extracted for every pixel of the image. The low-level features include local contrast of intensity, orientation, and global color contrast. The midlevel features include the saliency maps obtained by four previous saliency models [11]–[14]. After being normalized to [0, 1], all of these features are linearly combined (with equivalent weights) to yield the overall saliency map, which measures the distinctiveness of each pixel in the image. Based on the saliency map, a self-adaptive segmentation can be performed to obtain positive examples in each positive RSI by

$$\text{thresh} = \frac{t}{W \times H} \times \sum_{x=0}^{W-1} \sum_{y=0}^{H-1} S(x, y)$$

where $W$ and $H$ are the width and height of the original image, $S(x, y) \in [0, 1]$ is the saliency value of the pixel at position $(x, y)$, and $t$ is a parameter for generating the appropriate bounding boxes for the positive examples. In this letter, multiple thresholds denoted by $T = \{t_1, t_2, \ldots, t_p\}$ are applied to segment the saliency maps to obtain the initial positive examples in order to deal with the variation of the target size and the resolution of the RSI. After segmentation, pixels that are distinctive from the background are segmented, and connected pixels which may form an object are indicated by a bounding box. The bounding box is then refined by finding the area enclosing 99.9% of its edge energy as suggested in [15]. Afterward, the patches labeled by the bounding boxes are regarded as the positive examples $x_i^+$. A few examples are shown in the third column of Fig. 2, where the bounding boxes in red color indicate the positive examples. Finally, the formed positive example set $X^+ = \{x_i^+\}$, $i = 1, 2, \ldots, n$ can contain targets with different orientations, shapes, and scales. It also contains a number of false positives which can be removed by the negative mining described in the next section.

Negative Mining: The second observation is that the appearance of the targets is normally different from that of the negative examples in negative RSIs. We use the negative mining [8] to select patches from the positive example set $X^+$ to form the initial positive training set $X_0^+$. Specifically, it has been declared that each of the positive RSIs contains at least one target, whereas every negative RSI does not contain any target. Given an example patch $x_i^+ \in X^+$ (or $x_j^− \in X^−$), it is represented by a feature vector $f_i^+$ (or $f_j^−$). Then, we score every positive example in the positive example set $X^+$ and select some highest scored patches to form the initial positive training set $X_0^+$. The negative mining algorithm accomplishes this by selecting the positive examples largely different with their most similar examples in the negative example set $X^−$ by

$$X_0^+ = \{x_i^+ | \text{D}(x_i^+) > \sigma, x_i^+ \in X^+\}$$

$$\text{D}(x_i^+) = \min_{j \in [1, m]} ||f_i^+ - f_j^-||_1 \tag{3}$$

where $\cdot$ is the $L_1$ norm and $\sigma$ is a parameter set empirically to balance the precision and recall. The normalized $\text{D}(x_i^+)$ indicates the similarity between a positive example and all of the examples in the negative example set. Here, a fast nearest neighbor look-up algorithm named KD-tree-based approximate nearest neighbor algorithm is adopted to handle the large volume of data efficiently. In the fourth column of Fig. 2, some negative mining results are shown, where the true positives indicated by the red rectangles are selected to form $X_0^+$, whereas the false positives indicated by the black rectangles are removed by negative mining.

C. Iterative Detector Training

As shown in Fig. 3, the target detector training process includes a training set updating step and a detector evaluation
step. These two steps are iteratively performed until the best performance is reached.

Training Set Updating: The aim of this section is to refine the training set iteratively and optimize the target detector simultaneously. First, we utilize the initial training set $X_0^+ \cup X_0^-$ to train a classifier. As suggested in [3] and [4], the linear SVM is adopted as

$$\min_{w_1, b_1} \frac{1}{2}||w_1||^2 \quad \text{s.t.} \quad y \left[ \left( w_1^T f + b_1 \right) \right] - 1 \geq 0 \quad (4)$$

where $f$ is the feature vector of training example $x \in X_0^+ \cup X_0^-$ and $y \in \{-1, 1\}$ is its label. Afterward, the classifier is used to update the positive training set by

$$\text{Score} \left( x_i^+ \right) = w_1^T f_i^+ + b_1$$

$$X_1^+ = \left\{ x_i^+ \mid \text{Score} \left( x_i^+ \right) > \sigma, \quad x_i^+ \in X_1^+ \right\} \quad (5)$$

where $X_1^+$ is the updated positive training set in the first iteration. Next, the same number of negative examples randomly selected from $X_-$ is used to generate the new negative training set $X_1^-$. As shown in Fig. 3, this process can run iteratively to jointly update the training examples as well as improve the target detector gradually.

Detector Evaluation: We propose to use a negative evaluation mechanism to evaluate the target detector trained in each iteration because only the negative training set can be accessed precisely in the WSL scheme and the minimization of false positive results is a key component for detector evaluation. Specifically, for a target classifier $(w, b)$, we use it to classify each negative patch in negative example set $X_-$ and calculate the false rate by using $FR = |X_{false}|/|X_-|$, where $X_{false} = \{ x_j^- \mid w^T f_j^- + b > 0 \}$ and $|\cdot|$ refers to the number of elements. Normally, the false rate decreases in the first several iterations continually and then begins to increase, which means that the performance of the target detector is improved gradually and then becomes worse. Therefore, we stop the iteration when the local minimal false rate is achieved, and the target detector trained in this iteration is selected as the final target detector.

D. Target Detection

To detect the targets in the RSIs, many conventional methods use a sliding window to scan over the entire image. However, this exhaustive search scheme is an extremely time-consuming work and cannot obtain the optimal detection result. To solve this problem, a candidate-patch-based target detection scheme is adopted in our framework. For a given testing RSI, the proposed saliency-based self-adaptive segmentation (described in Section II-B) is applied to obtain the candidate patches. Afterward, the target detector trained by the proposed WSL-based framework is used to classify these patches into targets or background.

III. EXPERIMENTAL RESULTS

A. Data Set Description and Experimental Setup

We evaluated the proposed work using three different RSI benchmark databases, which have different spatial resolutions and contain different targets. The details are shown in Table I. The Google Earth data set contains 120 high-resolution RSIs of a large number of different airplanes. The ISPRS data set is a very high resolution RSI data set which contains 100 images of vehicles provided by the German Association of Photogrammetry and Remote Sensing [16]. The Landsat data set is acquired by Landsat-7 ETM+ sensor and includes 180 infrared RSIs of a variety of airports in China. Fig. 4 shows a number of image samples. As can be seen, the targets in the different data sets have different sizes, orientations, and colors.

In the experiments, we applied the proposed framework to detect airplanes, vehicles, and airports from Google Earth data set, ISPRS data set, and Landsat data set, respectively. Specifically, we randomly selected 70 RSIs in the Google Earth data set for training, and the remaining 50 RSIs were used for testing. In the ISPRS data set, the training set includes 60 RSIs, and the testing set includes 40 RSIs. In the Landsat data set, the training set and testing set contain 123 and 57 RSIs, respectively. In the experiments, we empirically set the parameters in our framework as $T = \{1.5, 1.8, 2\}$ for multithreshold segmentation and $\sigma = 0.85$ in (2) and (5), and adopt the bag-of-visual-words (BOW) feature [17], the locality constrained linear coding (LLC) [18] feature, and the pyramid histograms of oriented gradients (pHOG) [19] feature to represent each of the training example. Specially, BOW characterizes each patch via a histogram of visual words from a codebook. LLC uses locality constraint to select several (five in this letter) similar bases from the codebook and learns a linear combination weight of these bases to reconstruct each descriptor. The pHOG feature represents the shape property of the image patches by histograms of orientation gradients which are discretized into 16 bins with orientations in the range $[0, 180]$. In our implementation, the codebook used in BOW and LLC was generated by extracting $128$-dimensional SIFT descriptors [17] in training images and then clustering them to 1024 visual words via k-means algorithm [17]. For better dealing with the target variations in rotation, we used the global level of the pyramid representation in pHOG and LLC.

B. Evaluation of the Training Iteration

To demonstrate the effectiveness of the proposed detector training and evaluation method, we show the detection performance (based on the pHOG feature) of each iteration over three data sets in Fig. 5. Specifically, the false rate curves in Fig. 5(a) indicate the variation of false detection results in the
negative training set. From these curves, we can see that the detection performance increases in the first several iterations and then begins to decrease. The iteration is terminated at the minimum point (marked on the curve) to generate the final target detector. Fig. 5(b) shows the F1-measure curves which indicate the change of target detector’s performance during the iteration. The marked points on these curves correspond to the minimum location in the false rate curves and the localization performance of the final detectors. The experimental results can demonstrate that the performance of the detector can be improved with the iterations and the detector evaluation scheme is effective for terminating the iterations.

C. Evaluation of Target Detection

Fig. 6 shows a number of detection results by using the proposed framework. In Fig. 6, red, black, and yellow rectangles indicate the true-positive, false-positive, and miss alarm results, respectively. As can be seen, the proposed WSL-based target detector can effectively detect targets from different data sets with different spatial resolutions and is robust to the scale, rotation, and shape variation of the target.

To evaluate the experimental results quantitatively, we adopted the precision–recall curve (PRC) [4] and average precision (AP) as the metrics to measure the performance of the detectors. PRC is plotted using the recalls and precisions on all testing data under different threshold values, and AP calculates the area under the PRC. As in [4], a detection is considered to be correct if its bounding box overlaps more than 50% with the ground truth. We also compared the proposed WSL-based framework with the supervised learning scheme by the same set of training images and features. The supervised learning scheme is implemented by the training target detector (linear SVM) based on the human annotation (labeled rectangle for each target in the training image set) and detecting targets via the scheme in Section II-D. Fig. 6 shows the PRCs and APs of different detectors. As can be seen, although the detection results differ by using various features, the proposed WSL approach can always achieve a performance comparable with the supervised method. More surprisingly, the proposed WSL approach can obtain better results in some cases. Specifically, it can improve the performance of the corresponding supervised method by 12.41% for airplane detection with the BOW feature, 11.31% for airplane detection with the LLC feature, 4.94% for vehicle detection with the BOW feature, and 6.36% for airport detection with the pHOG feature. Besides the reason that some positive training instances are missed by the human labelers, another important reason for the better performance of the proposed WSL method may be due to the iterative refinement of the detector in the training scheme. Essentially, the iterative target detector refinement is very similar to the bootstrapping methods used for training the classifier in supervised learning, which updates the training samples by certain criterions and trains the classifier in a few iterations. In addition, the multithreshold segmentation and the negative mining processing are also important factors for the performance improvement because they can generate potential positive training examples which are most distinct from the objects in negative images and likely to be the target of interest.

To demonstrate the efficiency of the proposed target detection scheme, we compared the proposed candidate-patch-based scheme (CP) with the traditional sliding-window-based scheme (SW) using the feature of pHOG. Here, we determine the sizes of sliding windows according to the potential size of targets and set the step to be 10% of the sliding window side length as suggested in [4]. The experimental results are shown in Table II, in which the average running time for each test image and the detection performance are listed. The experiments were conducted on a PC with a 3.40-GHz CPU and a 4-GB memory. As can be seen, the proposed detection scheme cannot only reduce the running time but also improve the detection performance. This is because detecting targets based on the candidate patches can decrease the search scope and the potential false positive results to a large extent.
Fig. 6. Examples of detection results and the PRCs.
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IV. CONCLUSION

In this letter, we have developed a framework of detecting targets in RSIs. The contributions of our work are summarized as follows: 1) A novel detection framework based on WSL techniques is proposed. It largely reduces the human labor of annotating training data and achieves a remarkable detection performance. 2) Comprehensive evaluations on three different benchmark databases were constructed, and comparisons with traditional supervised learning schemes were performed.
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