Critical aspects of the Bayesian approach to phase I cancer trials

Beat Neuenschwander*,†, Michael Branson and Thomas Gsponer

Novartis Pharma AG, Lichstrasse 35, 4056 Basel, Switzerland

SUMMARY

The Bayesian approach to finding the maximum-tolerated dose in phase I cancer trials is discussed. The suggested approach relies on a realistic dose–toxicity model, allows one to include prior information, and supports clinical decision making by presenting within-trial information in a transparent way. The modeling and decision-making components are flexible enough to be extendable to more complex settings. Critical aspects are emphasized and a comparison with the continual reassessment method (CRM) is performed with data from an actual trial and a simulation study. The comparison revealed similar operating characteristics while avoiding some of the difficulties encountered in the actual trial when applying the CRM. Copyright © 2008 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Phase I cancer trials are aimed at finding the maximum-tolerated dose (MTD). This is traditionally achieved by exposing patients to dose levels that are adaptively selected based on cumulative toxicity data. The simplest and most widely used approach classifies safety events into two categories, dose-limiting toxicities (DLT) and non-DLTs, with the aim of finding the dose with probability of DLT closest to a targeted probability, usually 25 or 30 per cent.

Although there is agreement on the need for adaptive dose selection in phase I cancer trials, various designs have been discussed in the literature. They range from simple up-and-down schemes like the ‘3+3’ design [1] to model-based approaches, the most prominent being the continual reassessment method (CRM) by O’Quigley et al. [2]. The impact of both designs on clinical practice has been considerable, and they have triggered new algorithmic and model-based designs.

Up-and-down designs are algorithmic in that dose assignments follow from fixed rules that rely exclusively on observed toxicity data. The simplest up-and-down design—‘go to next lower (higher) level if an (no) event has occurred’—targeting a probability of 50 per cent was introduced
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in a non-medical context [3]. Refinements of these designs have been developed in the meantime [4, 5]. On the other hand, model-based approaches build on a dose–toxicity model that is updated with incoming trial data, from which dose recommendations for the next patient cohort are obtained. Both approaches constitute powerful tools for dose finding in phase I cancer trials.

We will focus on the model-based approach by discussing its critical aspects and comparing one- and two-parameter dose–toxicity models (for non-parametric approaches see [6–8]), which we implemented in our trials as an improvement over the rudimentary ’3+3’ design. The ’3+3’ design is still popular as clinicians often feel uneasy about the starting dose recommended by a modeling approach, a too aggressive dose escalation, the need of prior specifications and computational difficulties. These concerns have been taken seriously, leading to various adaptations of modeling approaches [9–13]. For example, it has been suggested to start at the lowest dose, not skip dose levels, and to use the maximum likelihood instead of the Bayesian approach. These adaptations address the inherent issues only partially and lead to *ad hoc* rules such as ’start at the lowest dose’ or ’do not skip a dose’, with no regard for the magnitude of the respective dose increment and the associated risk.

Our objective is to identify and clarify some of the potential shortcomings of the modeling paradigm. It will be shown that problems do not arise from the inadequacy of the modeling paradigm in general but rather from an oversimplified implementation. We will argue that these difficulties are rooted in the use of too simplistic inferential summaries and dose–toxicity models. We propose an approach that is driven by appropriate inferences (full posterior distributions) derived from a realistic dose–toxicity model, enabling transparent decision making by clinical teams.

We will discuss the modeling, inferential and decision-making aspects for standard MTD finding phase I cancer trials, but the conclusions will apply to other situations as well. Extensions of the model-based methodology for phase I designs are numerous, addressing topics such as individualized dosing [14, 15], multiple outcomes [16], time to event [17–19], longitudinal data [20], population heterogeneity and covariates [21–23], combination trials [24, 25], continuous [26] and delayed outcomes [27].

In Section 2 an in-house phase I trial will be introduced. Section 3 summarizes two widely used parametric dose–toxicity models. Dose selection procedures will be discussed in Section 4, and in Section 5 a critical comparison of the different model-based approaches will be presented for the study introduced in Section 2. The specification of a prior distribution will be presented in Section 6. A simulation study exploring operating characteristics of the designs will be presented in Section 7. Finally, computational issues will be covered in Section 8 and a discussion is provided in Section 9.

2. APPLICATION (PART I)

This study is an open-label, multicenter, non-comparative, dose-escalation cancer trial designed to characterize the safety, tolerability and pharmacokinetic profile of a drug and to determine its MTD. The pre-defined doses were 1, 2.5, 5, 10, 15, 20, 25, 30, 40, 50, 75, 100, 150, 200 and 250 mg, and it was decided to apply the modified CRM (MCRM) (see Sections 3 and 4), i.e. not to skip dose levels during dose escalations.

The first cohort of patients was treated at 1 mg. No DLTs were observed for the first four cohorts of patients, and the clinical team then decided to skip two dose levels (contradicting the planned
Table I. Posterior summaries for probabilities of DLT (CRM).

<table>
<thead>
<tr>
<th>Doses</th>
<th>1</th>
<th>2.5</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>40</th>
<th>50</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of patients</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>—</td>
<td>—</td>
<td>2</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>No. of DLTs</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>—</td>
<td>—</td>
<td>2</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

(A) Posterior summaries (original skeleton)

<table>
<thead>
<tr>
<th>Skeleton (CRM)</th>
<th>0.010</th>
<th>0.015</th>
<th>0.020</th>
<th>0.025</th>
<th>0.030</th>
<th>0.040</th>
<th>0.050</th>
<th>0.100</th>
<th>0.170</th>
<th>0.300</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.069</td>
<td>0.085</td>
<td>0.099</td>
<td>0.111</td>
<td>0.123</td>
<td>0.144</td>
<td>0.163</td>
<td>0.242</td>
<td>0.350</td>
<td>0.465</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.055</td>
<td>0.062</td>
<td>0.068</td>
<td>0.072</td>
<td>0.076</td>
<td>0.082</td>
<td>0.087</td>
<td>0.101</td>
<td>0.109</td>
<td>0.108</td>
</tr>
</tbody>
</table>

(B) Posterior summaries (equidistant skeleton)

<table>
<thead>
<tr>
<th>Skeleton (CRM)</th>
<th>0.063</th>
<th>0.125</th>
<th>0.188</th>
<th>0.250</th>
<th>0.313</th>
<th>0.375</th>
<th>0.438</th>
<th>0.500</th>
<th>0.563</th>
<th>0.625</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.024</td>
<td>0.054</td>
<td>0.090</td>
<td>0.130</td>
<td>0.176</td>
<td>0.226</td>
<td>0.281</td>
<td>0.341</td>
<td>0.405</td>
<td>0.475</td>
</tr>
<tr>
<td>Std. dev.</td>
<td>0.030</td>
<td>0.051</td>
<td>0.069</td>
<td>0.084</td>
<td>0.097</td>
<td>0.107</td>
<td>0.115</td>
<td>0.119</td>
<td>0.120</td>
<td>0.117</td>
</tr>
</tbody>
</table>

Columns in boldface highlight the recommended dose for the next cohort.

MCRM). At 25 mg, two DLTs were seen in two patients. For information regarding the first 10 doses see Table I.

The data from the fifth cohort led to discussions about the dose for the next cohort. The recommendation based on the CRM was to escalate to a higher dose. A critical re-analysis of these data and its implications will be discussed in the remaining sections.

### 3. ONE- AND TWO-PARAMETER MODELS

Let \( D \) be the set of \( J \) available doses, \( D = \{ d_1, \ldots, d_J \} \). Further, let \( \pi_\theta(d) \) be the probability of DLT at dose \( d \), where \( \theta \) denotes model parameters. The CRM is based on the one-parameter power model

\[
\pi_\theta(d) = c_d^\theta, \quad \theta > 0
\]

where the values of \( c_d \) are monotonically increasing, pre-specified (‘skeleton’) probabilities. A suggested prior for \( \log(\theta) \) is a normal distribution with mean 0 and variance 1,34^2 [2]. If the prior median of \( \theta \) is 1, \( c_d \) is the prior median at dose \( d \). However, the skeleton probabilities are structural and not part of the prior.

Alternative one-parameter models are sometimes used [28, 29]. In the sequel we will only investigate the power model, mainly for reasons of simplicity and the fact that conclusions will be similar for other one-parameter models. It is important to note that one-parameter models cannot realistically describe a dose–toxicity curve and should therefore be considered as working models to identify a single chosen quantile (e.g. 30 per cent quantile) from the unknown dose–toxicity curve by means of inverse regression.

The two-parameter logistic model parameterizes the probability of a DLT using the logistic transform,

\[
\logit[\pi_\theta(d)] = \log x + \beta \log(d/d^*) , \quad x, \beta > 0
\]
where \( \theta = (\log \alpha, \log \beta) \) and \( d^* \) is a reference dose allowing for the interpretation of \( \alpha \) as the odds of a DLT at \( d^* \). This model is more flexible and allows for a more realistic representation of the underlying dose–toxicity curve. As with the one-parameter power model, the two-parameter model is also widely used in practice. Moreover, the latter serves as a building block for more sophisticated extensions, e.g. [21, 25].

### 4. DOSE RECOMMENDATION

In phase I cancer trials, dose selection for the next patient cohort depends on information from patients already in the trial. In the Bayesian setting this information is the posterior distribution of the model parameters \( \theta \), which implies posterior distributions for the probabilities of a DLT, \( \pi_\theta(d) \), that will then be used to choose a dose for the next patient cohort.

The standard dose recommendation rule, originally proposed for the CRM [2], is based on point estimates for the probability of a DLT at each dose, \( \hat{\pi}_\theta(d) \): the next cohort will be treated at the dose with mean posterior probability of DLT closest (in absolute value or from below) to the pre-specified target probability, e.g. 30 per cent. The rule is intuitive and has the computational advantage that only the first posterior moment is needed. However, the rule is problematic in that uncertainty about \( \pi_\theta(d) \) is ignored, which is of particular concern at the start of the trial. For example, suppose the target dose has a probability of DLT of 30 per cent. For simplicity, take two Beta distributions to represent posterior distributions at a specific dose, (i) Beta(0.6, 1.4) and (ii) Beta(6.6, 15.4), both have a mean of 30 per cent. In (i), with probability 0.168 the probability of DLT is greater than 60 per cent and this probability increases to 0.366 for the probability of DLT greater than 35 per cent. In (ii), these probabilities reduce to 0.002 and 0.29, respectively. Hence, decisions based on point estimates can be risky and better inferential summaries may be needed for good decision making (see also [30]).

A summary of the posterior information that has been particularly useful in our trials classifies the probability of a DLT into four categories:

- **Under-dosing**: \( \pi_\theta(d) \in (0, 0.20] \)
- **Targeted toxicity**: \( \pi_\theta(d) \in (0.20, 0.35] \)
- **Excessive toxicity**: \( \pi_\theta(d) \in (0.35, 0.60] \)
- **Unacceptable toxicity**: \( \pi_\theta(d) \in (0.60, 1.00] \)

After each patient cohort, the posterior distributions of \( \pi_\theta(d) \) are summarized for each dose by the four probabilities of under-dosing, targeted, excessive and unacceptable toxicity. These probabilities will be examined for all candidate doses, and, depending on the level of conservatism the next dose will be selected. Currently in our trials the dose recommendation relies on maximizing the probability of targeted toxicity while controlling the probability of excessive or unacceptable toxicity at 25 per cent. Similar conservative escalation rules have been discussed in the literature [11].

A fully Bayesian approach would be decision analytic with a formal loss function, where the optimal decision is the one that minimizes the corresponding Bayes risk. For the simple loss
function

\[ L(\theta, d) = \begin{cases} 
\ell_1 = 1 & \text{if } \pi_0(d) \in (0, 0.2] \\
\ell_2 = 0 & \text{if } \pi_0(d) \in (0.2, 0.35] \\
\ell_3 = 1 & \text{if } \pi_0(d) \in (0.35, 0.6] \\
\ell_4 = 2 & \text{if } \pi_0(d) \in (0.6, 1] 
\end{cases} \]

and the Beta distributions (i) and (ii) discussed previously, the Bayes risk \((= \ell_1 P(\pi_0(d) \in (0, 0.2]) + \ell_2 P(\pi_0(d) \in (0.2, 0.35]) + \ell_3 P(\pi_0(d) \in (0.35, 0.6]) + \ell_4 P(\pi_0(d) \in (0.6, 1]))\) is 0.999 for (i) and 0.442 for (ii). This clearly indicates the increased risk in (i) relative to (ii). Dose escalation based on this type of loss function will be illustrated in Section 5.

The Bayesian decision-analytic approach has been discussed [31–34], with loss functions comprising design optimality related to estimation efficiency and criteria for controlling the risk of overdosing. Although the decision-analytic approach is completely transparent, the specification of loss functions may be difficult and may complicate the interactions with clinical teams.

The approach we are currently using and advocating here is not decision analytic but based on a good representation (interval probabilities) of the posterior distributions of \(\pi_0(d)\) for each dose. It is practical, pragmatic and has served us well in our trials as a basis for dose-escalation decisions. It should be emphasized that depending on the compound and/or indication under study, the DLT classification (e.g. the target interval) and the recommendations derived from the posterior distributions should be tailored to the clinical setting.

5. APPLICATION (PART II)

In this section the case study from Section 2 is revisited. Recall that the data from the fifth cohort led to discussions about the dose recommendation for the next cohort. Applying the one-parameter CRM based on the power model, the recommendation was 40 mg (or 30 mg) since the corresponding mean posterior probability of DLT was closest in absolute value (from below) to the target of 30 per cent (Table I(A), boldface highlighting the dose recommendations based on absolute value). The CRM thus recommended a dose that was counterintuitive and caused some irritation among the clinical team. Not only it was highly unlikely that the team would escalate to a higher dose but it was also eventually decided to de-escalate to 20 mg.

A closer look at the posterior distribution (Figure 1) reveals a high precision (an artifact of the special structure of the one-parameter model) for the toxicity at the highest dose level even though no patient has been treated at this dose. This makes it clear that the one-parameter model should not be used to derive inferential results such as uncertainty statements about probabilities of DLT, since the model was only designed as a working model to identify the MTD. Note that a slightly modified version of the CRM is the one-parameter logistic regression model where the intercept is fixed to 3 and the slope is the only model parameter. The same criticism holds for this model [35].

The more flexible two-parameter logistic model combined with dose recommendations based on posterior interval probabilities of Section 4 leads to more sensible recommendations. The suggestion is to de-escalate and to treat the next patient cohort at 20 mg. Table II(A) summarizes the posterior distribution and Bayes risks for examples of three different loss functions representing
Figure 1. Prior (top panels) and posterior (bottom panels) probabilities of DLT based on CRM (left panels) and two-parameter logistic (right panels) for the data in the application. Dashed line for CRM indicates target probability of 30 per cent, dashed lines for two-parameter logistic indicate target toxicity interval.

For the comparison of the two models to be fair, the prior for the two-parameter logistic model was chosen such that the prior 2.5, 50 and 97.5 per cent quantiles for the probabilities of a DLT were as close as possible to the ones from the one-parameter CRM (see Section 6). For the power model a Gaussian distribution with mean zero and standard deviation 1.34 was used in the actual trial, with skeleton probabilities 0.01, 0.015, 0.02, 0.025, 0.03, 0.04, 0.05, 0.1, 0.15, 0.2, 0.25, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.95. The best matching bivariate normal prior for the two-parameter logistic model had parameters $\mu_1 = 2.15$, $\mu_2 = 0.52$, $\sigma_1 = 0.84$, $\sigma_2 = 0.80$ and $\rho = 0.20$ (using reference dose $d^* = 250\text{mg}$). Figure 1 shows the corresponding prior and posterior quantiles for the CRM and two-parameter logistic model, for each dose level.

Another issue that may be of concern is the choice of the structural skeleton probabilities in the power model. These probabilities were indeed somewhat special in that they were chosen (based
on pre-clinical information) to represent a relatively steep dose–toxicity curve. We checked the robustness of conclusions by using equidistant skeleton probabilities that increase linearly from 0.06 to 0.62 for the first ten dose levels. Table I-B summarizes the results based on the equidistant skeleton probabilities. For this skeleton, the CRM recommends to stay at the same dose, namely 25 mg (mean posterior probability of DLT = 28.1 per cent), which is still a questionable decision. This is not to say that there is no way to revise the CRM for this example by changing the skeleton probabilities; a detailed proposal of how this can be achieved is given in [36].

In the Bayesian approach, sensitivity to the choice of prior is an issue if data are sparse. Since one prior for the two-parameter logistic model was chosen to be similar to the one used for the CRM, we also used a second prior (non-informative, default prior of Appendix A.1) for the two-parameter model.

Table II shows the results based on the original (A) and the non-informative default prior (B) with parameters $\mu_1 = 2.27$, $\mu_2 = 0.26$, $\sigma_1 = 1.98$, $\sigma_2 = 0.40$ and $\rho = -0.16$.

An interesting feature of the application is the fact that the clinical team decided to skip two dose levels after four cohorts. This was a violation of the planned MCRM, and there was no clear rationale for this decision. Although this design violation has no effect when one is following...
Table III. Dose recommendations under two data scenarios for one-parameter power model and two-parameter logistic model.

<table>
<thead>
<tr>
<th>Doses</th>
<th>Next dose</th>
<th>One-parameter</th>
<th>Two-parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.5</td>
<td>5</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>40</td>
<td>50</td>
</tr>
</tbody>
</table>

**Original data**

| No. of patients | 3 | 4 | 5 | 4 | — | — | 2 | — | — | — |
| No. of DLTs     | 0 | 0 | 0 | 0 | — | — | 2 | — | — | — |

Data scenarios

| No. of patients | 3 | 4 | 5 | 4 | 3 | 3 | 2 | — | — | — |
| No. of DLTs     | 0 | 0 | 0 | 0 | 2 | — | — | — | — | — |

* Original prior (see text).
† Default prior (see text).

the Bayesian approach (likelihood principle), this is not true for the CRM [36]. This leaves the question about what could have happened had the original conservative MCRM or an alternative two-stage design [10] been applied. Table III shows two possible data scenarios and corresponding dose recommendations for the one-parameter power model and the two-parameter logistic model. Irrespective of the exact dose-escalation rule, the one-parameter model tends towards higher doses. These findings confirm what was discussed for the original data, although the differences are less striking.

In summary, the introduction of a second parameter helps to better describe the dose–toxicity curve, but the question on how to derive appropriate decisions from the posterior distribution remains. If dose recommendation for the next cohort is based on point estimates, the problem of recommending a dose with a large probability of exceeding the target interval remains (see Table II mean posterior summaries). Using the uninformative (default) prior and basing the decision on maximizing the targeted toxicity interval (category 2) while controlling for excessive or unacceptable toxicity the optimal dose would be 15 mg. A formal decision-analytic approach with three different loss functions representing aggressive, conservative and very conservative dose-escalation behavior leads to dose recommendations of 20, 15 and 10 mg, respectively.

Eventually, the trial was continued with a dose of 20 mg, a total of nine patients were enrolled at that dose, and two DLTs occurred. Then the trial was stopped and 20 mg was declared as the MTD.

6. PRIOR SPECIFICATIONS

In phase I oncology trials the use of vague priors is commonplace, but this practice should not be followed blindly. Our position is to incorporate external information whenever possible if it is well substantiated, i.e. based on empirical evidence. For example, data collected on a compound already tested in a certain type of cancer might provide valuable information that can be used to define a reasonably informative prior when testing the compound in another type of cancer. Or, when entering a trial that combines two anti-cancer agents, knowledge on each single agent
will usually be available and should therefore be included as prior information in the analysis of
the combination trial; for a discussion of this situation, see [25]. In the following we introduce a
procedure for deriving a prior for \(\theta\).

Depending on the underlying dose–toxicity model and its parametrization \(\theta\), formulating a prior
distribution can be difficult, even more so if some or all of the model parameters have no direct
interpretation. One could argue that in such situations a flat improper prior is a good choice. This
means that the posterior is proportional to the likelihood, which has the undesirable implication
that no formal analysis is possible as long as no DLTs have been observed in the trial [10].

Another consequence of flat priors for the parameters in the two-parameter logistic model is that the
corresponding priors for the probabilities of a DLT will be U-shaped. In light of these difficulties
we propose

1. to formulate prior information on the scale of interest, i.e. the probabilities of toxicity \(\pi_\theta(d)\),
   \(d \in \mathcal{D}\);
2. to define the prior distribution for \(\theta\) in such a way that its implied prior information on the
   \(\pi\)-scale is in good agreement with the information in (1).

Concerning (1), prior information for dose \(d\) will be defined via \(K\) quantiles

\[ q_d = \{q_d(p_1), \ldots, q_d(p_K)\}, \quad \Pr(\pi_\theta(d) \leq q_d(p_k)) = p_k, \quad k = 1, \ldots, K \]

At least two quantiles will be needed for each dose (e.g. a 95 per cent credible interval). Prior
information will therefore be summarized by \(J \times K\) quantiles, \(Q = (q_{jk})\) with \(q_{jk} = q_d(p_k), j = 1, \ldots, J, k = 1, \ldots, K\).

Regarding (2), prior calibration consists of finding a prior for \(\theta\) that is in good agreement with the
quantiles in (1). Formally, this amounts to minimizing the discrepancy between the pre-specified
prior quantiles \(Q\) and the quantiles \(Q'\) arising from the prior. We will minimize the following
criterion:

\[ C(Q, Q') = \max_{j, k} |q_{jk} - q'_{jk}|, \quad j = 1, \ldots, J, \quad k = 1, \ldots, K \]

The minimization can be achieved by a stochastic optimization using a Metropolis algorithm
[37, 38]. We used stochastic optimization as it worked better than more standard non-stochastic
optimizers. In our applications we currently summarize prior information at a given dose using
the median and 95 per cent credible intervals, denoted by \(q_d = \{q_d(0.025), q_d(0.5), q_d(0.975)\}\). An
alternative prior derivation based on information on the model parameters \(\alpha\) and \(\beta\) is outlined in
Appendix A.2.

The quantile-based approach can be used for non-informative as well as informative settings.
A proposal for deriving a default non-informative prior is described in Appendix A.1. As an
example, Figure 2 summarizes the prior information for the study in Section 5 by means of the
median and 95 per cent credible intervals for the probabilities of a DLT at each dose (left panel).
The right panel displays the same probabilities (circles) together with the fitted probabilities (dashed
line) obtained by stochastic optimization.

Often in phase I oncology trials the compound has already been tested in another trial. This
information can be used to set an informative bivariate normal prior, but one should be careful in
deciding on the weight of historical information relative to information to be obtained in the new
study. If information from a reasonably large number of historical trials is available, the between-
trial variation can be estimated, and this would lead to a down-weighting of historical information.
Figure 2. Non-informative default prior from Section A.1. Prior medians and 95 per cent credible intervals for each dose level (left panel) and the corresponding fitted probabilities of DLT (right panel).

under a random-effects model for treatment effects. For an overview of how to incorporate historical information see [35, 39].

7. SIMULATIONS

In order to assess the operating characteristics of the two-parameter logistic model a simulation study was performed for eight dose–toxicity scenarios (Table IV). Assuming seven dose levels, the scenarios were selected to represent a wide range of possible curves, a steep or flat curve with the true MTD at dose levels 2, 4 and 6, and two boundary scenarios with MTD at the highest or lowest dose (F7 and F1).

Five methods were compared: (1) CRM with target probability 0.27; (2) MCRM; (3) the logistic model with dose escalations and MTD definition based on the posterior mean (LRmean); (4) the logistic model with dose escalations and MTD definition based on maximizing the posterior probability of interval (0.20, 0.35] (LRcat) and (5) the logistic model with MTD definition based on maximizing the posterior probability for interval (0.20, 0.35] and 25 per cent overdose control (LRcat25). The mean-based MTD is the one closest to the target in absolute value. The methods can be classified by the underlying model, the estimate of MTD and the dose recommendation for the next cohort.

Table V summarizes the percentage of MTD recommendations, the number of patients per dose, and the average number of DLTs for the five methods using prior 1 of Table IV, based on 2000 simulated trials per scenario. For the percentage of correct recommendations of the MTD the methods perform similarly if the true MTD is at dose level 2 (scenarios S2 and F2). If the MTD is at dose level 4 (S4 and F4), the logistic model is slightly better. In these four scenarios, the conservative dose-escalation methods (MCRM and LRcat25) are very similar to the more aggressive escalation methods (CRM, LRmean and LRcat). Notable differences in performance exist if the MTD is at level 6 (S6 and F6). Here, a price has to be paid for the conservative escalations methods (MCRM and LRcat25), in that the percentages of correct MTD recommendations are smaller relative to the
Table IV. Simulation scenarios for probabilities of DLT and two prior settings with median and 95 per cent intervals for CRM and two-parameter logistic regression (LR).

<table>
<thead>
<tr>
<th>Dose levels</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doses</td>
<td>12.5</td>
<td>25</td>
<td>50</td>
<td>100</td>
<td>150</td>
<td>200</td>
<td>250</td>
</tr>
</tbody>
</table>

Scenarios for probabilities of DLT:

<table>
<thead>
<tr>
<th>Scenarios</th>
<th>Dose 1</th>
<th>Dose 2</th>
<th>Dose 3</th>
<th>Dose 4</th>
<th>Dose 5</th>
<th>Dose 6</th>
<th>Dose 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2</td>
<td>0.11</td>
<td>0.27</td>
<td>0.52</td>
<td>0.76</td>
<td>0.84</td>
<td>0.90</td>
<td>0.94</td>
</tr>
<tr>
<td>F2</td>
<td>0.18</td>
<td>0.27</td>
<td>0.39</td>
<td>0.52</td>
<td>0.65</td>
<td>0.76</td>
<td>0.84</td>
</tr>
<tr>
<td>S4</td>
<td>0.01</td>
<td>0.04</td>
<td>0.11</td>
<td>0.27</td>
<td>0.52</td>
<td>0.76</td>
<td>0.90</td>
</tr>
<tr>
<td>F4</td>
<td>0.07</td>
<td>0.11</td>
<td>0.18</td>
<td>0.27</td>
<td>0.39</td>
<td>0.52</td>
<td>0.65</td>
</tr>
<tr>
<td>S6</td>
<td>0.01</td>
<td>0.01</td>
<td>0.03</td>
<td>0.04</td>
<td>0.11</td>
<td>0.27</td>
<td>0.52</td>
</tr>
<tr>
<td>F6</td>
<td>0.03</td>
<td>0.04</td>
<td>0.07</td>
<td>0.11</td>
<td>0.18</td>
<td>0.27</td>
<td>0.39</td>
</tr>
<tr>
<td>S7</td>
<td>0.01</td>
<td>0.03</td>
<td>0.04</td>
<td>0.07</td>
<td>0.11</td>
<td>0.18</td>
<td>0.27</td>
</tr>
<tr>
<td>F7</td>
<td>0.07</td>
<td>0.11</td>
<td>0.18</td>
<td>0.27</td>
<td>0.39</td>
<td>0.52</td>
<td>0.65</td>
</tr>
<tr>
<td>S1</td>
<td>0.27</td>
<td>0.39</td>
<td>0.52</td>
<td>0.65</td>
<td>0.76</td>
<td>0.84</td>
<td>0.90</td>
</tr>
</tbody>
</table>

Prior medians and 95 per cent intervals:

**First prior**

- CRM: 
  - (0.05, 0.10, 0.15, 0.25, 0.30, 0.35, 0.40)
  - (0.00, 0.05, 0.00, 0.05, 0.10, 0.15, 0.20)

- LR: 
  - (0.00, 0.02, 0.01, 0.03, 0.05, 0.07, 0.10)
  - (0.00, 0.01, 0.00, 0.01, 0.02, 0.03, 0.04)

**Second prior**

- CRM: 
  - (0.03, 0.05, 0.11, 0.25, 0.38, 0.47, 0.54)
  - (0.00, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30)

- LR: 
  - (0.03, 0.05, 0.11, 0.25, 0.38, 0.47, 0.54)
  - (0.00, 0.05, 0.10, 0.15, 0.20, 0.25, 0.30)

*\log(x) \sim N(0, 1.34^2)\).

**BVN (1)**: \((\mu_1, \mu_2, \sigma_1, \sigma_2, \rho) = (-0.847, 0.381, 2.015, 1.207, 0)\).

**BVN (2)**: \((\mu_1, \mu_2, \sigma_1, \sigma_2, \rho) = (-1.099, 0.000, 2.070, 1.000, 0)\).

less conservative methods. Conservative escalations slow down the convergence to the true MTD, which seems particularly relevant if the MTD is at a high dose. An even more striking difference can be seen when comparing the CRM with the methods based on the logistic model. For scenarios S6 and F6, the CRM is superior: the percentage of correct recommendations is somewhat larger, and the percentage of selecting a dose that is too high is considerably smaller. These results are not surprising when scrutinizing the prior. The choice of prior is indeed peculiar since a priori dose escalations to level 7 are fairly unlikely due to the fact that the 95 per cent prior interval for the probability of DLT at level 7 is (0.23, 1.00). A truly non-informative prior should give more weight to small probabilities of a DLT. Given this particular choice of skeleton probabilities, it is not surprising that the CRM and MCRM perform very poorly if the MTD is at level 7. Of course, this does not speak against the CRM (the same could occur for the logistic model if the prior is not chosen carefully), it only illustrates the importance of a truly non-informative prior if good operating characteristics are sought for a wide range of dose–toxicity scenarios.

In order to allow for a more objective comparison, we considered a second prior with (1) the same prior medians for the power and logistic model and (2) wide confidence intervals that do not exclude dose escalations to any of the dose levels (Table IV). For prior 2, a comparison of the operating characteristics for the five methods (Table VI) reveals similar results to prior 1 for
<table>
<thead>
<tr>
<th>Scenario S2</th>
<th>Scenario F2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>n = 36</strong></td>
<td><strong>n = 36</strong></td>
</tr>
<tr>
<td>CRM</td>
<td>16 (11.5)</td>
</tr>
<tr>
<td>LRmean</td>
<td>12 (8.6)</td>
</tr>
<tr>
<td>LRecat</td>
<td>8 (6.5)</td>
</tr>
<tr>
<td>MCRM</td>
<td>14 (10.2)</td>
</tr>
<tr>
<td>LRecat25</td>
<td>5 (13.7)</td>
</tr>
</tbody>
</table>

| **n = 24** | **n = 24** |
| CRM | 19 (9.4) | 27 (10.3) |
| LRmean | 16 (6.9) | 21 (8.3) |
| LRecat | 11 (5.2) | 17 (6.3) |
| MCRM | 19 (8.2) | 29 (10.5) |
| LRecat25 | 8 (10.1) | 24 (11.5) |

<table>
<thead>
<tr>
<th>Scenario S4</th>
<th>Scenario F4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>n = 36</strong></td>
<td><strong>n = 36</strong></td>
</tr>
<tr>
<td>CRM</td>
<td>0 (3.2)</td>
</tr>
<tr>
<td>LRmean</td>
<td>0 (3.1)</td>
</tr>
<tr>
<td>LRecat</td>
<td>0 (3)</td>
</tr>
<tr>
<td>MCRM</td>
<td>0 (3.1)</td>
</tr>
<tr>
<td>LRecat25</td>
<td>0 (3.2)</td>
</tr>
</tbody>
</table>

| **n = 24** | **n = 24** |
| CRM | 19 (9.4) | 27 (10.3) |
| LRmean | 16 (6.9) | 21 (8.3) |
| LRecat | 11 (5.2) | 17 (6.3) |
| MCRM | 19 (8.2) | 29 (10.5) |
| LRecat25 | 8 (10.1) | 24 (11.5) |
### Table V. Continued.

<table>
<thead>
<tr>
<th>Scenario S6</th>
<th>Scenario F6</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01 0.01 0.03 0.04 0.11 0.27 0.52</td>
<td>0.03 0.04 0.07 0.11 0.18 0.27 0.39</td>
</tr>
<tr>
<td>$n = 36$</td>
<td>$n = 36$</td>
</tr>
<tr>
<td>CRM 0 (3.1) 0 (0.1) 0 (0.3) 1 (4.4) 21 (8.4) 76 (19) 2 (1.1)</td>
<td>0 (3.4) 0 (0.4) 1 (1.4) 9 (6.8) 42 (10.9) 44 (11.9) 4 (1.3)</td>
</tr>
<tr>
<td>LRmean 0 (3.1) 0 (0) 0 (0.1) 1 (4.5) 26 (10.7) 62 (10.6) 11 (6.9)</td>
<td>0 (3.3) 0 (0.1) 1 (0.9) 11 (8.6) 29 (9.3) 36 (6.2) 24 (7.6)</td>
</tr>
<tr>
<td>LRcat 0 (3) 0 (0.1) 0 (0.1) 0 (4.1) 19 (10.5) 72 (11.9) 9 (6.2)</td>
<td>0 (3) 0 (0.4) 0 (0.6) 6 (7.8) 31 (10.7) 42 (6.9) 21 (6.6)</td>
</tr>
<tr>
<td>MCRM 0 (3.1) 0 (0) 0 (0.3) 1 (4.4) 30 (10.1) 66 (11.5) 2 (0.6)</td>
<td>0 (3.4) 0 (3.2) 1 (4.5) 14 (7.8) 51 (11.2) 31 (5.4) 2 (0.4)</td>
</tr>
<tr>
<td>LRcat25 0 (3.1) 0 (0.2) 0 (7.8) 3 (8.9) 23 (8.8) 56 (3.3) 17 (3.9)</td>
<td>0 (3.4) 0 (0.9) 2 (12.5) 27 (10) 31 (4.7) 22 (1.7) 17 (2.8)</td>
</tr>
<tr>
<td>CRM 0 (3.1) 0 (0.1) 0 (0.3) 2 (3.8) 25 (5.5) 70 (10.4) 3 (0.8)</td>
<td>0 (3.4) 0 (0.4) 3 (1.2) 12 (5.4) 39 (6.8) 42 (10.9) 44 (11.9)</td>
</tr>
<tr>
<td>LRmean 0 (3.1) 0 (0) 0 (0.1) 2 (4.3) 30 (7.3) 51 (3.9) 17 (5.1)</td>
<td>0 (3.3) 0 (0.1) 1 (0.8) 14 (7) 29 (5.9) 27 (2.5) 28 (4.4)</td>
</tr>
<tr>
<td>LRcat 0 (3) 0 (0.1) 0 (0.1) 0 (4.1) 29 (7.6) 54 (4.4) 16 (4.7)</td>
<td>0 (3) 0 (0.4) 0 (0.6) 10 (6.7) 36 (6.7) 28 (2.7) 25 (3.9)</td>
</tr>
<tr>
<td>MCRM 0 (3.1) 0 (0) 0 (0.3) 3 (4.1) 39 (6) 54 (4.2) 4 (0.3)</td>
<td>0 (3.4) 0 (3.2) 4 (4.2) 20 (5.6) 48 (5.4) 26 (2) 3 (0.1)</td>
</tr>
<tr>
<td>LRcat25 0 (3.1) 0 (0.2) 0 (7.4) 8 (7.2) 35 (3.8) 34 (0) 23 (2.3)</td>
<td>0 (3.4) 0 (0.8) 3 (9.8) 36 (6.6) 26 (2.1) 17 (0.1) 18 (1.2)</td>
</tr>
<tr>
<td>CRM 0 (3.1) 0 (0.1) 0 (0.4) 2 (4.6) 16 (6.3) 64 (17) 19 (4.4)</td>
<td>78 (26.1) 21 (5.9) 1 (2.2) 0 (0.4) 0 (1.4) 0 (0) 0 (0) 0 (1.4)</td>
</tr>
<tr>
<td>LRmean 0 (3.1) 0 (0) 0 (0.3) 2 (5.6) 7 (5.9) 23 (5.1) 68 (16.1)</td>
<td>72 (22) 26 (8) 2 (4) 0 (1.9) 0 (0.1) 0 (0) 0 (0)</td>
</tr>
<tr>
<td>LRcat 0 (3) 0 (0.1) 0 (0.2) 0 (5.1) 7 (6.6) 28 (6) 64 (14.9)</td>
<td>63 (18.7) 32 (10.5) 5 (4.5) 0 (2.3) 0 (0.1) 0 (0) 0 (0)</td>
</tr>
<tr>
<td>MCRM 0 (3.1) 0 (3.1) 0 (3.6) 4 (5.4) 30 (9.7) 54 (9.3) 12 (1.7)</td>
<td>79 (26.1) 20 (7.3) 1 (2.3) 0 (0.3) 0 (0) 0 (0) 0 (0)</td>
</tr>
<tr>
<td>LRcat25 0 (3.1) 0 (0.3) 0 (9.1) 9 (9.6) 20 (5.1) 23 (2.2) 49 (6.6)</td>
<td>70 (27.2) 29 (6.3) 1 (2.4) 0 (0) 0 (0) 0 (0) 0 (0)</td>
</tr>
<tr>
<td>CRM 0 (3.1) 0 (0.1) 0 (0.4) 3 (4.3) 19 (4.2) 60 (9.7) 17 (2.2)</td>
<td>73 (17) 23 (3.3) 4 (1.9) 0 (0.4) 0 (1.4) 0 (0) 0 (0) 0 (1.4)</td>
</tr>
<tr>
<td>LRmean 0 (3.1) 0 (0) 0 (0.3) 4 (5.2) 11 (4.8) 22 (2.3) 62 (8.3)</td>
<td>63 (14) 31 (4.6) 6 (3.5) 0 (1.9) 0 (0.1) 0 (0) 0 (0) 0 (1.9)</td>
</tr>
<tr>
<td>LRcat 0 (3) 0 (0.1) 0 (0.2) 2 (5) 14 (5.3) 25 (2.7) 58 (7.7)</td>
<td>55 (11.6) 34 (6.6) 10 (3.5) 0 (2.2) 0 (0.1) 0 (0) 0 (0) 0 (2.2)</td>
</tr>
<tr>
<td>MCRM 0 (3.1) 0 (3.1) 1 (3.6) 8 (4.7) 38 (5.6) 42 (3.5) 11 (0.4)</td>
<td>72 (16.9) 24 (4.8) 4 (2) 0 (0.3) 0 (0) 0 (0) 0 (0) 0 (2)</td>
</tr>
<tr>
<td>LRcat25 0 (3.1) 0 (0.3) 0 (8.1) 17 (7.4) 21 (2.8) 22 (0.1) 39 (2.3)</td>
<td>65 (17.4) 31 (4.2) 4 (2.4) 0 (0) 0 (0) 0 (0) 0 (0) 0 (2.4)</td>
</tr>
</tbody>
</table>
Table VI. Selection percentages of correct MTD (average number of allocated patients) per dose level, and average number of DLTs for various methods (see text), for sample sizes of 36 and 24 (prior 2).

<table>
<thead>
<tr>
<th>Scenario S2</th>
<th>Scenario F2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n = 36</td>
</tr>
<tr>
<td>CRM</td>
<td>19 (10.9)</td>
</tr>
<tr>
<td>LRmean</td>
<td>17 (9.5)</td>
</tr>
<tr>
<td>LRecat</td>
<td>9 (6.7)</td>
</tr>
<tr>
<td>MCRM</td>
<td>18 (10.7)</td>
</tr>
<tr>
<td>LRecat25</td>
<td>6 (13.3)</td>
</tr>
<tr>
<td>DLT</td>
<td>0.11</td>
</tr>
<tr>
<td>n = 24</td>
<td>0.27</td>
</tr>
<tr>
<td>CRM</td>
<td>69 (16)</td>
</tr>
<tr>
<td>LRmean</td>
<td>73 (14.9)</td>
</tr>
<tr>
<td>LRecat</td>
<td>80 (18.2)</td>
</tr>
<tr>
<td>MCRM</td>
<td>69 (16.9)</td>
</tr>
<tr>
<td>LRecat25</td>
<td>76 (17.2)</td>
</tr>
<tr>
<td>DLT</td>
<td>0.52</td>
</tr>
<tr>
<td>n = 36</td>
<td>0.76</td>
</tr>
<tr>
<td>CRM</td>
<td>12 (6.6)</td>
</tr>
<tr>
<td>LRmean</td>
<td>10 (8.3)</td>
</tr>
<tr>
<td>LRecat</td>
<td>11 (8.2)</td>
</tr>
<tr>
<td>MCRM</td>
<td>13 (7.9)</td>
</tr>
<tr>
<td>LRecat25</td>
<td>18 (5.1)</td>
</tr>
<tr>
<td>DLT</td>
<td>0.84</td>
</tr>
<tr>
<td>n = 24</td>
<td>0.9</td>
</tr>
<tr>
<td>CRM</td>
<td>0 (0.4)</td>
</tr>
<tr>
<td>LRmean</td>
<td>0 (1)</td>
</tr>
<tr>
<td>LRecat</td>
<td>0 (2.7)</td>
</tr>
<tr>
<td>MCRM</td>
<td>0 (0.5)</td>
</tr>
<tr>
<td>LRecat25</td>
<td>0 (0.3)</td>
</tr>
<tr>
<td>DLT</td>
<td>0.09</td>
</tr>
<tr>
<td>n = 36</td>
<td>0 (0)</td>
</tr>
<tr>
<td>CRM</td>
<td>0 (1)</td>
</tr>
<tr>
<td>LRmean</td>
<td>0 (1.0)</td>
</tr>
<tr>
<td>LRecat</td>
<td>0 (1.3)</td>
</tr>
<tr>
<td>MCRM</td>
<td>7 (4.1)</td>
</tr>
<tr>
<td>LRecat25</td>
<td>10 (1.2)</td>
</tr>
<tr>
<td>DLT</td>
<td>0 (0.4)</td>
</tr>
<tr>
<td>n = 24</td>
<td>0 (0)</td>
</tr>
<tr>
<td>CRM</td>
<td>14 (7.8)</td>
</tr>
<tr>
<td>LRmean</td>
<td>78 (18.1)</td>
</tr>
<tr>
<td>LRecat</td>
<td>85 (23.6)</td>
</tr>
<tr>
<td>MCRM</td>
<td>79 (12.7)</td>
</tr>
<tr>
<td>LRecat25</td>
<td>10 (1.2)</td>
</tr>
<tr>
<td>DLT</td>
<td>0 (0.1)</td>
</tr>
<tr>
<td>n = 36</td>
<td>0 (0.3)</td>
</tr>
<tr>
<td>CRM</td>
<td>8 (6.5)</td>
</tr>
<tr>
<td>LRmean</td>
<td>4 (2.7)</td>
</tr>
<tr>
<td>LRecat</td>
<td>7 (4.1)</td>
</tr>
<tr>
<td>MCRM</td>
<td>8 (5)</td>
</tr>
<tr>
<td>LRecat25</td>
<td>10 (1.2)</td>
</tr>
<tr>
<td>DLT</td>
<td>0 (0.1)</td>
</tr>
<tr>
<td>n = 24</td>
<td>0 (0)</td>
</tr>
<tr>
<td>CRM</td>
<td>0 (0.1)</td>
</tr>
<tr>
<td>LRmean</td>
<td>0 (0.1)</td>
</tr>
<tr>
<td>LRecat</td>
<td>0 (1.3)</td>
</tr>
<tr>
<td>MCRM</td>
<td>7 (4.1)</td>
</tr>
<tr>
<td>LRecat25</td>
<td>10 (1.2)</td>
</tr>
<tr>
<td>DLT</td>
<td>0 (0.4)</td>
</tr>
<tr>
<td>n = 36</td>
<td>0 (0.3)</td>
</tr>
<tr>
<td>CRM</td>
<td>0 (2)</td>
</tr>
<tr>
<td>LRmean</td>
<td>22 (6.9)</td>
</tr>
<tr>
<td>LRecat</td>
<td>18 (6.4)</td>
</tr>
<tr>
<td>MCRM</td>
<td>28 (10)</td>
</tr>
<tr>
<td>LRecat25</td>
<td>24 (6.7)</td>
</tr>
<tr>
<td>DLT</td>
<td>0 (0)</td>
</tr>
<tr>
<td>n = 24</td>
<td>0 (0)</td>
</tr>
<tr>
<td>CRM</td>
<td>0 (4)</td>
</tr>
<tr>
<td>LRmean</td>
<td>28 (8.5)</td>
</tr>
<tr>
<td>LRecat</td>
<td>18 (6.6)</td>
</tr>
<tr>
<td>MCRM</td>
<td>34 (15.9)</td>
</tr>
<tr>
<td>LRecat25</td>
<td>34 (15.9)</td>
</tr>
<tr>
<td>DLT</td>
<td>0 (0.8)</td>
</tr>
<tr>
<td>n = 36</td>
<td>0 (0)</td>
</tr>
<tr>
<td>CRM</td>
<td>0 (0.1)</td>
</tr>
<tr>
<td>LRmean</td>
<td>0 (0.1)</td>
</tr>
<tr>
<td>LRecat</td>
<td>0 (0.1)</td>
</tr>
<tr>
<td>MCRM</td>
<td>7 (4.1)</td>
</tr>
<tr>
<td>LRecat25</td>
<td>10 (1.2)</td>
</tr>
<tr>
<td>DLT</td>
<td>0 (0)</td>
</tr>
<tr>
<td>n = 36</td>
<td>0 (0)</td>
</tr>
<tr>
<td>CRM</td>
<td>0 (0.1)</td>
</tr>
<tr>
<td>LRmean</td>
<td>0 (0.1)</td>
</tr>
<tr>
<td>LRecat</td>
<td>0 (0.1)</td>
</tr>
<tr>
<td>MCRM</td>
<td>7 (4.1)</td>
</tr>
<tr>
<td>LRecat25</td>
<td>10 (1.2)</td>
</tr>
<tr>
<td>DLT</td>
<td>0 (0)</td>
</tr>
<tr>
<td>n = 24</td>
<td>0 (0)</td>
</tr>
<tr>
<td>CRM</td>
<td>0 (0.2)</td>
</tr>
<tr>
<td>LRmean</td>
<td>0 (0.2)</td>
</tr>
<tr>
<td>LRecat</td>
<td>0 (0.3)</td>
</tr>
<tr>
<td>MCRM</td>
<td>14 (5)</td>
</tr>
<tr>
<td>LRecat25</td>
<td>14 (5)</td>
</tr>
<tr>
<td>DLT</td>
<td>0 (0)</td>
</tr>
<tr>
<td>n = 24</td>
<td>0 (0)</td>
</tr>
<tr>
<td>CRM</td>
<td>0 (0.1)</td>
</tr>
<tr>
<td>LRmean</td>
<td>0 (0.1)</td>
</tr>
<tr>
<td>LRecat</td>
<td>0 (0.1)</td>
</tr>
<tr>
<td>MCRM</td>
<td>7 (4.1)</td>
</tr>
<tr>
<td>LRecat25</td>
<td>10 (1.2)</td>
</tr>
<tr>
<td>DLT</td>
<td>0 (0)</td>
</tr>
<tr>
<td>n = 36</td>
<td>0 (0)</td>
</tr>
<tr>
<td>CRM</td>
<td>0 (0.2)</td>
</tr>
<tr>
<td>LRmean</td>
<td>0 (0.2)</td>
</tr>
<tr>
<td>LRecat</td>
<td>0 (0.3)</td>
</tr>
<tr>
<td>MCRM</td>
<td>14 (5)</td>
</tr>
<tr>
<td>LRecat25</td>
<td>14 (5)</td>
</tr>
<tr>
<td>DLT</td>
<td>0 (0)</td>
</tr>
<tr>
<td>n = 24</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>
Table VI. Continued.

<table>
<thead>
<tr>
<th>Scenario S6</th>
<th>Scenario F6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01 0.01 0.03 0.04 0.11 0.27 0.52</td>
<td>0.03 0.04 0.07 0.11 0.18 0.27 0.39</td>
</tr>
<tr>
<td>( n = 36 )</td>
<td>( n = 36 )</td>
</tr>
<tr>
<td>CRM 0 (3.1) 0 (0.1) 0 (0.3) 2 (2.1) 23 (11.6) 64 (11.9)</td>
<td>0 (3.3) 0 (0.4) 0 (1.2) 8 (4.7) 34 (11.4) 40 (7.5)</td>
</tr>
<tr>
<td>LRmean 0 (3.1) 0 (0) 0 (0.1) 2 (5.4) 29 (9.1) 60 (10.5)</td>
<td>0 (3.3) 0 (0.1) 0 (0.9) 7 (7) 30 (7.8) 38 (7.1)</td>
</tr>
<tr>
<td>LRcat 0 (3) 0 (0.1) 0 (0.1) 0 (3.7) 19 (6.9) 70 (16.2)</td>
<td>0 (3) 0 (0.4) 0 (0.6) 4 (6.1) 29 (7.7) 43 (10.7)</td>
</tr>
<tr>
<td>MCRM 0 (3.1) 0 (3) 0 (3.2) 1 (4) 23 (7.4) 62 (9.9)</td>
<td>0 (3.3) 0 (3.1) 1 (4.2) 12 (7.2) 35 (8.4)</td>
</tr>
<tr>
<td>LRcat25 0 (3.1) 0 (0.1) 0 (4) 1 (6) 19 (8.6)</td>
<td>0 (3.4) 0 (0.7) 1 (6.8) 12 (8.2) 31 (6.1)</td>
</tr>
<tr>
<td>LRcat25 0 (3.1) 0 (0.1) 0 (0.3) 2 (0.1) 12 (5.1)</td>
<td>0 (3.3) 0 (0.4) 0 (1.2) 7 (4.7) 36 (5.9)</td>
</tr>
<tr>
<td>( n = 24 )</td>
<td>( n = 24 )</td>
</tr>
<tr>
<td>CRM 0 (3.1) 0 (0.1) 0 (0.3) 2 (2) 30 (8.3)</td>
<td>0 (3.3) 0 (0.4) 0 (1.2) 11 (3.4) 33 (7.5)</td>
</tr>
<tr>
<td>LRmean 0 (3.1) 0 (0) 0 (0.1) 4 (5.1) 38 (5.2)</td>
<td>0 (3.3) 0 (0.1) 0 (0.8) 11 (5.8) 32 (4.7)</td>
</tr>
<tr>
<td>LRcat 0 (3) 0 (0.1) 0 (0.1) 1 (3.6) 24 (4.2)</td>
<td>0 (3) 0 (0.4) 0 (0.6) 7 (5.3) 29 (4.3)</td>
</tr>
<tr>
<td>MCRM 0 (3.1) 0 (3) 0 (3.2) 2 (3.8) 28 (4.4)</td>
<td>0 (3.3) 0 (3.1) 2 (4.2) 17 (5.3) 35 (4.3)</td>
</tr>
<tr>
<td>LRcat25 0 (3.1) 0 (0.1) 0 (3.9) 2 (5.1)</td>
<td>0 (3.4) 0 (0.6) 3 (5.7) 17 (5.9)</td>
</tr>
<tr>
<td>LRcat25 0 (3.1) 0 (0.1) 0 (3.5) 3 (4.7)</td>
<td>0 (3.1) 0 (3) 0 (0.2) 2 (1.7)</td>
</tr>
<tr>
<td>( n = 24 )</td>
<td>( n = 24 )</td>
</tr>
<tr>
<td>CRM 0 (3.1) 0 (0.1) 0 (0.3) 1 (1.9) 7 (6.9)</td>
<td>0 (3.3) 0 (0.4) 0 (1.2)</td>
</tr>
<tr>
<td>LRmean 0 (3.1) 0 (0) 0 (0.3) 1 (4.5) 6 (3.3)</td>
<td>0 (3.3) 0 (0.1) 0 (0.9)</td>
</tr>
<tr>
<td>LRcat 0 (3) 0 (0.1) 0 (0.2) 0 (4.1) 6 (3.1)</td>
<td>0 (3) 0 (0.4) 0 (0.6)</td>
</tr>
<tr>
<td>MCRM 0 (3.1) 0 (3) 0 (3.5) 3 (4.8)</td>
<td>0 (3.3) 0 (3.1) 2 (4) 17 (5.3)</td>
</tr>
<tr>
<td>LRcat25 0 (3.1) 0 (0.2) 0 (4.7) 3 (5.6)</td>
<td>0 (3.4) 0 (0.6) 3 (5.7)</td>
</tr>
<tr>
<td>LRcat25 0 (3.1) 0 (0.1) 0 (0.3) 2 (1.7)</td>
<td>0 (3.3) 0 (0.4) 0 (1.2)</td>
</tr>
<tr>
<td>LRcat25 0 (3.1) 0 (0.2) 0 (4.4)</td>
<td>0 (3.3) 0 (3.1) 2 (4.2)</td>
</tr>
<tr>
<td>LRcat25 0 (3.1) 0 (0.1) 0 (4.4)</td>
<td>0 (3.3) 0 (3.1) 2 (4.2)</td>
</tr>
<tr>
<td>( n = 24 )</td>
<td>( n = 24 )</td>
</tr>
<tr>
<td>CRM 0 (3.1) 0 (0.1) 0 (0.3) 1 (1.9) 7 (6.9)</td>
<td>0 (3.3) 0 (0.4) 0 (1.2)</td>
</tr>
<tr>
<td>LRmean 0 (3.1) 0 (0) 0 (0.3) 1 (4.5) 6 (3.3)</td>
<td>0 (3.3) 0 (0.1) 0 (0.9)</td>
</tr>
<tr>
<td>LRcat 0 (3) 0 (0.1) 0 (0.2) 0 (4.1) 6 (3.1)</td>
<td>0 (3) 0 (0.4) 0 (0.6)</td>
</tr>
<tr>
<td>MCRM 0 (3.1) 0 (3) 0 (3.5) 3 (4.8)</td>
<td>0 (3.3) 0 (3.1) 2 (4) 17 (5.3)</td>
</tr>
<tr>
<td>LRcat25 0 (3.1) 0 (0.2) 0 (4.7) 3 (5.6)</td>
<td>0 (3.4) 0 (0.6) 3 (5.7)</td>
</tr>
<tr>
<td>LRcat25 0 (3.1) 0 (0.1) 0 (0.3) 2 (1.7)</td>
<td>0 (3.3) 0 (0.4) 0 (1.2)</td>
</tr>
<tr>
<td>LRcat25 0 (3.1) 0 (0.2) 0 (4.4)</td>
<td>0 (3.3) 0 (3.1) 2 (4.2)</td>
</tr>
<tr>
<td>LRcat25 0 (3.1) 0 (0.1) 0 (4.4)</td>
<td>0 (3.3) 0 (3.1) 2 (4.2)</td>
</tr>
</tbody>
</table>
scenarios S2, F2, S4 and F4. For scenarios S6 and F6, the marked differences seen under prior 1 disappear. A head-to-head comparison of the operating characteristics between the CRM and any of the three logistic methods show that the approaches are similar, i.e. for half of the eight scenarios the CRM is superior (inferior) to the two-parameter logistic model. For the majority of scenarios the differences are minor.

In terms of the number of DLTs per trial, the conservative methods (MCRM and LRcat25) show an average of 2–3 DLTs less than the other three methods. For example, if MTD is at dose level 6 (S6 and F6), after 36 patients the average number of DTLs is approximately 8 (CRM, LRmean and LRcat) and 6 (MCRM and LRcat25), respectively (Table VI). The number of DLTs increase to 12 and 10 if the MTD is at dose level 2, respectively. The conservative methods have a smaller number of DLTs because more patients are allocated to lower dose levels.

An important consideration is when to stop the trial. A possible rule would be to stop the trial as soon as the probability of targeted toxicity exceeds a certain threshold, e.g. 50 per cent. For this threshold the simulations show that it would be unlikely to stop the trial after 36 patients, except for the case where the MTD is at a low dose (F1, S2 and F2) for which the probability of stopping is 80 to 90 per cent (results not shown). For the other scenarios these probabilities are in the range 20 to 50 per cent. For 24 patients the stopping probabilities are considerably lower. Given that phase I cancer trials are typically of relatively small size (20–40 patients), this implies that information about the true MTD will often be quite uncertain. For a more detailed discussion of stopping rules, see [29, 40].

8. COMPUTATIONS

The proposed approach based on the two-parameter logistic model relies on full posterior distributions, which can be obtained via simulation. Markov chain Monte Carlo (MCMC) for the two-parameter logistic model can easily be done using standard Bayesian software WinBUGS [41] or R [42] with MCMCpack [43]. As an alternative sampling–importance resampling can be used [37, 44]. Appendix B lists an example of WinBUGS code.

9. DISCUSSION

We explored the critical aspects of finding the MTD in phase I cancer trials from a Bayesian model-based perspective. We propose a two-parameter model for making realistic inferential statements about the probabilities of a DLT at each dose level. After each patient cohort, information is derived from the posterior distribution of the model parameters, which serves as a basis for the clinical team to decide on a sensible dose for the next patient cohort. In our current work the decision making is informal in that we provide an informative summary of the posterior distribution, but the method can be formalized to a fully decision-analytic procedure based on loss functions representing different degrees of conservatism.

The proposed method was developed after we encountered problems when applying the CRM in one of our in-house trials. Explanations for the implausible dose recommendation were identified as (1) using point estimates instead of more informative posterior summaries; (2) using the less flexible one-parameter instead of a two-parameter model and (3) a problematic choice of the structural skeleton probabilities in the one-parameter model.
It has been repeatedly shown that the CRM has good operating characteristics, and we have successfully used it in a variety of our trials. However, there are situations where the drawbacks of coupling a presumably Bayesian procedure with a mis-specified model and suboptimal dose selection rules (which ignore uncertainties) become apparent. Moreover, there is no convincing reason for avoiding a more realistic two-parameter model. Operating characteristics are similar for the two models, and differences are related to the dose-escalation behavior as well as the underlying dose–DLT curve. However, there are two important points to make. Firstly, there is a clear trade-off between finding the MTD and the willingness to be conservative. The more conservative the escalation behavior, the longer it will take to be confident to recommend the correct MTD. Secondly, small phase I MTD trials (20–40 patients) run the risk of declaring a dose as the MTD, even though this conclusion may still be highly uncertain. This is particularly true if the dose–toxicity curve is rather flat, and the MTD is at a high dose.

The proposed approach requires full posterior distributions for the probabilities of a DLT at each dose, which calls for the modern simulation-based approach to Bayesian statistics. For the two-parameter model these computations can easily be implemented using standard MCMC software or even the non-MCMC sampling–importance resampling algorithm.

The Bayesian model-based approach to phase I oncology trials is a powerful tool that relies on a good statistical model, reasonable prior specifications and decisions derived from appropriate inferential summaries. There is no disadvantage in terms of operating characteristics, within-trial recommendations are sensible, and the approach is easily extendable to more complex settings.

APPENDIX A: PRIOR SPECIFICATIONS

A.1. Quantile-based non-informative (default) prior

The approach of Section 6 works independently of the amount of prior information. In this section we suggest a non-informative default prior based on a set of quantiles for the probabilities of toxicity that are derived from minimally informative unimodal Beta distributions.

Definition A1

Given a pre-specified quantile \( q(p) \) of the prior distribution, \( X \sim \text{Beta}(a, b) \) is minimally informative unimodal if (i) \( \Pr\{X < q(p)\} = p \), (ii) \( a \geq 1 \) or \( b \geq 1 \) (or both) and (iii) \( a + b \) minimal.

For a given prior quantile \( q(p) \), the parameters and quantiles of a minimally informative unimodal Beta distribution can be easily obtained. If \( q(p) > p \), Beta(a,1) is minimally informative unimodal if \( a = \ln(p) / \ln(q(p)) \). Alternatively, if \( q(p) < p \), Beta(1,b) is minimally informative unimodal if \( b = \ln(1 - p) / \ln(1 - q(p)) \).

The following steps will be taken to obtain the set of prior quantiles \( Q \) for the distributions of \( \pi_0(d) \), \( d \in \mathcal{D} \):

1. For the lowest dose \( d_1 \) the prior probability of exceeding a certain threshold \( q_1 \) will be \( p_1 \).
   The following default values will be used: \( \Pr\{\pi_0(d_1) > 0.6\} = 0.05 \), i.e. for the lowest dose the probability of unacceptable toxicity will be set to 5 per cent.
2. For the highest dose \( d_J \) the prior probability of falling below a certain threshold \( q_J \) will be \( p_1 \).
   The following default values will be used: \( \Pr\{\pi_0(d_J) \leq 0.2\} = 0.05 \), i.e. for the highest dose the probability of under-dosing will be set to 5 per cent.
(3) Assuming a minimally informative unimodal Beta distribution in (1) and (2) leads to prior medians for the probabilities of toxicity $\pi_0(\text{d}_1)$ and $\pi_0(\text{d}_J)$, $\mu_1$ and $\mu_J$ say.

(4) Prior medians $\mu_1, \ldots, \mu_J$ are assumed to be linear in log-dose on the logit scale.

(5) For each dose $\text{d}_j$ prior 95 per cent intervals will be derived using minimally informative unimodal Beta distributions with prior medians equal to $\mu_j$.

For the two-parameter logistic model the above constructed quantiles $Q$ are then compared with the quantiles $Q'$ coming from a bivariate normal distribution. The minimization of $C(Q, Q')$ leads to the optimal parameter for the prior distribution $\eta = (\mu_1, \mu_2, \sigma_1, \sigma_2, \rho)$.

A.2. Priors based on information about $\alpha$ and $\beta$

An alternative to the quantile-based approach consists of incorporating information about $\alpha$ and $\beta$ directly. The parameterization of the two-parameter model allows for the interpretation of the parameters and their prior setting, as follows:

(i) log($\alpha$) is the log-odds of a DLT at reference dose $d^*$ (see model definition). The normal distribution of log($\alpha$) would comprise prior information for this dose. For example, if one wanted to be uninformative about the log-odds of a DLT at the reference dose $d^*$, one could use two quantiles (e.g. the 2.5 and 97.5 per cent quantile) of a minimally informative unimodal Beta distribution as in Section A.1 and derive the corresponding normal distribution matching these quantiles on the logit scale. If one sets the reference dose $d^*$ to the a priori anticipated MTD, the mean of log($\alpha$) would follow from the targeted probability (e.g. 0.30), and only one additional quantile would be needed to obtain the prior standard deviation.

(ii) For two doses $d_i$ and $d_j$, the parameter $\beta$ is essentially equal to the log-odds ratio of a DLT, i.e.

$$\beta = \frac{\text{logit}(\pi(\text{d}_j)) - \text{logit}(\pi(\text{d}_i))}{\text{log}(\text{d}_j / \text{d}_i)}$$

For example, the parameters of the normal distribution for log($\beta$) can be obtained by specifying two quantiles for the change in the odds of a DLT if the dose is doubled. For an uninformative prior on $\beta$ one should allow for flat as well as steep dose–toxicity curves, i.e. for small and large changes between doses $d_i$ and $d_j$ in the odds of a DLT.

APPENDIX B: WinBUGS CODE

```winbugs
model{
  # prior covariance matrix
  cova[1,1] <- Prior[3]*Prior[3]
  cova[1,2] <- Prior[3]*Prior[4]*Prior[5]
  cova[2,1] <- cova[1,2]
  prec[1:2,1:2] <- inverse(cova[,])
  log.alphabeta[1:2] ~ dmnorm(Prior[1:2],prec[1:2,1:2])
  alphabeta[1] <- exp(log.alphabeta[1])
  alphabeta[2] <- exp(log.alphabeta[2])
  # sampling model
  for (j in 1:Ncohorts){
    # ...
  }
}
```
logit(Pr.Tox1[j]) <- log.alphabeta[1]+alphabeta[2]*log(DosesAdm[j]/DoseRef)
Ntox[j] ˜ dbin(Pr.Tox1[j],Npat[j])
}
# for each dose: probabilities of toxicity, category probabilities, risks
for (i in 1:Ndoses) {
  logit(Pr.Tox[i]) <- lin[i]
  Pr.Cat[i,1] <- step(Pint[1]-Pr.Tox[i])
  Pr.Cat[i,2] <- step(Pint[2]-Pr.Tox[i])-step(Pint[1]-Pr.Tox[i])
  Pr.Cat[i,3] <- step(Pint[3]-Pr.Tox[i])-step(Pint[2]-Pr.Tox[i])
  Pr.Cat[i,4] <- step(1-Pr.Tox[i])-step(Pint[3]-Pr.Tox[i])
  Risk1[i] <- inprod(Pr.Cat[i,],LossFunction1[1:4])
  Risk2[i] <- inprod(Pr.Cat[i,],LossFunction2[1:4])
  Risk3[i] <- inprod(Pr.Cat[i,],LossFunction3[1:4])
}
}

# data
list( Ncohorts=5, DoseRef=250,
  DosesAdm=c(1,2.5,5,10,25),Npat=c(3,4,5,4,2),
  Ntox=c(0,0,0,0,2), Ndoses=10,Doses=c(1,2.5,5,10,15,20,25,30,40,50),
  Prior=c(2.15,0.52,0.84,0.78,0.20),Pint=c(0.2,0.35,0.6),
  LossFunction1=c(1,0,1,1),LossFunction2=c(1,0,1,2),LossFunction3=c(1,0,2,4))
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